EXPERIMENTAL

80170NX�ELECTRICALLY TRAINABLE�ANALOG NEURAL NETWORK

¥	Ultrahigh Performance

Ñ	2 Billion Connections Per Second� XE  "Connections Per Second" � (CPS� XE  "CPS" �)

Ñ	Low-Power CHMOS*III EEPROM Technology

Ñ	300K Patterns Per Second� XE  "Patterns Per Second" � (64- or 128-input Patterns)

¥	Versatile Architecture� XE  "Architecture" �

Ñ	64 Dot-Product Neurons with Sigmoid Functions

Ñ	Separate Input and Feedback Arrays

Ñ	Hold and Feedback Capability

Ñ	Supports Hopfield, Multi-Layer, and Recurrent Nets

Ñ	10,240 Nonvolatile Analog Synapse Weights

Ñ	6- to 7-bit Typical Resolution

¥	Compatible with Popular Training Methods

Ñ	Back-Prop and Competitive Learning

Ñ	Single-Neuron Perturb for Madaline III Learning

¥	Flexible I/O

Ñ	64 Physical Inputs and Outputs, Configurable for 128 Inputs

Ñ	Supports I/O Cascading

Ñ	I/O Referencing Supports TTL Operation

Ñ	User-Controlled Gain on Neuron Sigmoid Functions

¥	Many Real-Time Applications� XE  "Applications" �

Ñ	Signal Processing

Ñ	Process Optimization

Ñ	Robotic Motion

Ñ	Associative Memory

¥	208-Pin PGA Package

	(See Packaging Specification, Order #231369)
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��General Description

The 80170NX Electrically Trainable Analog Neural Network (ETANN� XE  "ETANN" �) chip offers unprecedented single-chip bandwidth and storage capacity for pattern-recognition problems. The chip simulates the data processing functions of 64 neurons� XE  "neurons" �, each of which is influenced by up to 128 positively or negatively weighted ÒsynapseÓ inputs. The chipÕs data inputs� XE  "inputs" � and outputs� XE  "outputs" � are analog; its control functions for setting and reading synapse weights are primarily digital. 

As shown in Figure 1, inputs and synapse weights are organized in two processing arraysÑa 64x64 Input Array� XE  "Input Array" � and a 64x64 Feedback Array� XE  "Feedback Array" �. The chip has 64 external analog inputs. These inputs can be routed either to the Input Array or to the Feedback Array. Using input-hold functions, sets of 64 inputs can be multiplexed to the two arrays for mapping 128 inputs into 64 neuron outputs. Using these inputs, clocked feedback functions can support many interesting processing options. 

Both the Input and Feedback Arrays are accompanied by a 16x64 bias array� XE  "bias array" �, for a total of 10,240 synapses. The chip computes the dot product� XE  "dot product" � (inner product� XE  "inner product" �) of the analog inputs and the weights stored at the synapses. The results are summed along each of the 64 neurons, generating 64 scalars that are passed through a sigmoid function� XE  "sigmoid function" � of each neuron to the outputs. 

Fully-parallel processing� XE  "parallel processing" � using both the Input and Feedback Arrays yields performance� XE  "performance" � in excess of 2 billion multiply-accumulate operations� XE  "multiply-accumulate operations" � (connections) per second (CPS� XE  "CPS" �), well beyond the capability of conventional CPUs. By interconnecting eight 80170NX chips, systems can achieve more than 16 billion CPS, a performance level that exceeds most supercomputers. � XE  "connections per second" �

Multiple neural network layers� XE  "layers" � can be implemented with either a single 80170NX chip or with multiple chips. By segmenting� XE  "segmenting" � the two 64x64 arrays, networks with more than two layers can be implemented on a single chip. Multiple 80170NX chips can be cascaded by feeding analog outputs of one chip directly into analog inputs of subsequent chips. 

Interfacing flexibility is provided through voltage-controlled I/O referencing and sigmoid gain controls. A high sigmoid-gain control� XE  "sigmoid-gain control" � (HGAIN� XE  "HGAIN" �) supports fully digital 0-to-5-volt interfacing directly to digital CMOS or TTL logic� XE  "TTL logic" �. � XE  "digital interfacing" �

The four-quadrant multiplier synapses, implemented with IntelÕs CHMOS*III� XE  "CHMOS*III" � EEPROM technology� XE  "EEPROM technology" �, provide truly nonvolatile, reprogrammable weights without refreshing or battery-backup. EEPROM reprogrammabil�ity supports iterative and application-specific learning, avoiding mask-process limitations. 

A glossary of neural networks terms is included at the back of this data sheet for your convenience. 

�

Figure 1. 80170 NX Chip .i.Block Diagram� TC  "Figure 1. 80170 NX Chip .i.Block Diagram" \l 8 �

�PIN DESCRIPTIONS� XE  "PIN DESCRIPTIONS" �

Symbol�Type�Description and Function��I0-I63� XE  "I0-I63" ��IA�NEURON INPUTS� XE  "NEURON INPUTS" �Ñfully buffered analog channels for stimulus-vector input, where input voltages range from 0V to VIA (see D.C. Characteristics). Input voltages above VREFi represent positive numbers while those below VREFi represent negative numbers. Inputs and stored synapse weights can be either positive or negative. Four-quadrant multiplications are performed on the inputs and stored synapse weights. Neuron inputs drive the Input Array and, for 128-input operation, can also be multiplexed to drive the Feedback Array , in which case VREFo defines ± inputs. ��N0-N63� XE  "N0-N63" ��I/OA�NEURON OUTPUTS� XE  "NEURON OUTPUTS" � and FEEDBACK INPUTS� XE  "FEEDBACK INPUTS" �Ñfully buffered analog outputs, representing neuron activity levels, ranging from 0V to 2*VREFo (see D.C. Characteristics). For 128-input operation, these same pins can be driven externally for clocked Feedback-Array input when outputs are disabled (see NE#). ��CE#�ID�CHIP ENABLE� XE  "CHIP ENABLE" � #Ñan active-low TTL input that enables the chip when CE#Ê=Ê0. When CE#Ê=Ê1, the chip is put into a power-down or standby state, and outputs N0-N63 are disabled. ��NE#�ID�NEURON ENABLE� XE  "NEURON ENABLE" � #Ñan active-low TTL input that enables neuron outputs N0-N63 when NE#Ê=Ê0. Output drivers are disabled when NE#Ê=Ê1, allowing several 80170NX chips to share a bus. NE# allows clocking of data into the Feedback-ArrayÕs sample and hold buffers from an off-chip source.��VREFi� XE  "VREFi" � , VREFo� XE  "VREFo" ��IA�INPUT AND OUTPUT REFERENCE VOLTAGES � XE  "INPUT AND OUTPUT REFERENCE VOLTAGES " �Ñvoltage-reference inputs that define the 0 or null voltage levels independently for inputs and outputs. Voltages above these references represent positive numbers while those below are negative. The maximum output voltage is 2*VREFo (see D.C. Characteristics). Setting VREFi and VREFo to 1.4V allows TTL compatible operation. VREFo is equivalent to the Feedback ArrayÕs VREFi.��VGAIN� XE  "VGAIN" ��IA�GAIN CONTROL VOLTAGE� XE  "GAIN CONTROL VOLTAGE" �Ña voltage-reference input for controlling analog sigmoid gain. An input voltage from 0V to VCC adjusts the sigmoid gain from the minimum to the maximum. sigmoid response to VGAIN saturates at about 3.5V. All neuronsÕ gains are set simultaneously.��HGAIN� XE  "HGAIN" ��ID�HIGH GAIN MODE� XE  "HIGH GAIN MODE" �Ña TTL input that turns on the high-gain sigmoid characteristic when brought active-high. This in effect converts the sigmoid into a comparator for 0V or 5V output.��HOLD� XE  "HOLD" ��ID�HOLD INPUT� XE  "HOLD INPUT" �Ña TTL input that causes neuron inputs to be sampled and held when taken high. Input levels are captured and capacitively stored on the rising edge of HOLD. The Input-Array inputs are driven by this stored value when HOLD is high. I0-I63 resume driving the Input Array directly when HOLD goes low.��RESETF� XE  "RESETF" ��ID�RESET FEEDBACK� XE  "RESET FEEDBACK" �Ña TTL input that resets the Feedback-Array inputs and associated bias inputs to 0V when brought active-high. This effectively disconnects the Feedback Array from the neuron summing columns.��RESETI� XE  "RESETI" ��ID�RESET INPUT� XE  "RESET INPUT" �Ña TTL input that resets the Input-Array inputs and associated bias inputs to 0V when brought active-high. This effectively disconnects the Input Array from the neuron summing columns.��CLK� XE  "CLK" ��ID�CLOCKÑthe TTL input that causes outputs to be sampled and held on the rising edge of CLK. Outputs are never connected directly back to inputs; they are only transferred synchronously in successive CLK cycles. When A12=1, the sample function in the input buffers for the Feedback Array is disabled. The CLK pin then behaves like the HOLD pin, but with inverted polarity. In addition, the feedback path is disconnected, and the input pads are multiplexed into the Feedback-Array input buffers.��A12� XE  "A12" ��ID�INPUT MULTIPLEXER� XE  "INPUT MULTIPLEXER" �Ñin the forward-propagation mode, address pin A12 has the function of enabling the multiplexing of input pins into the Feedback Array. When A12 is brought active-high, the path from output pads to the Feedback Array is disconnected, while a path from the input pins to the Feedback Array is enabled. At the same time, the function of the CLK pin is modified so that it behaves like an inverted-polarity HOLD pin. ��A12-A0� XE  "A12-A0" ��ID�ADDRESSES� XE  "ADDRESSES" �ÑTTL-compatible inputs used to select the individual synapses and neurons. The lower 6 bits (A5-A0) are column/neuron addresses and the upper 7 (A12-A6) are row/input addresses, which together select one synapse. A12Ê=Ê1 also selects the Feedback Array for input through the neuron inputs, I0-I63. ��LRN� XE  "LRN" ��ID�LEARN CONTROL� XE  "LEARN CONTROL" �Ña TTL input for enabling the learning modes used to change the values of the synapse weights.��SSYN� XE  "SSYN" ��ID�SYNAPSE SELECT� XE  "SYNAPSE SELECT" �Ña TTL input that enables the row-decoding circuitry for applying program, erase, or input voltages to the row selected by A12-A6 and BIAS pins. SSYN also activates the column-select circuitry for accessing a single synapse (per addresses A5-A0) through the neuron and summing-node multiplexers in SYNR (Synapse Read) mode.��WT� XE  "WT" ��ID�WEIGHT-CELL SELECT� XE  "WEIGHT-CELL SELECT" �Ña TTL input for selecting one or the other of the two EEPROM cells in the selected synapse (referred to as the weight EEPROM cell or the reference EEPROM cell). WTÊ=Ê1 selects the weight EEPROM cell, WTÊ=Ê0 selects the reference EEPROM cell. ��INC� XE  "INC" ��ID�INCREASE or DECREASE SYNAPSE WEIGHT� XE  "INCREASE or DECREASE SYNAPSE WEIGHT" �Ña TTL signal that specifies whether to increase (INCÊ=Ê1) or decrease (INCÊ=Ê0) the threshold voltage of the floating-gate EEPROM cell selected by the WT pin. Increasing a synapse weight corresponds to decreasing (erasing) the threshold of the corresponding weight EEPROM cell and/or increasing (programming) the threshold of the corresponding reference EEPROM cell. Similarly, decreasing a synapse weight corresponds to increasing the threshold of the weight EEPROM cell and/or decreasing the threshold of the reference EEPROM cell. The difference in threshold voltages between the weight and reference EEPROM cells is called VT_DIFF. The relationships are:

	Weight =Ê[VT_REF-VT_WT] 

and 

	VT_DIFF = - Weight

Typically, the weight-setting algorithm maintains a constant common-mode threshold voltage for all EEPROM cells. ��BIAS� XE  "BIAS" ��ID�BIAS-SYNAPSE SELECT� XE  "BIAS-SYNAPSE SELECT" �Ña TTL input to select the nonvolatile bias synapses. It is used in conjunction with the A5-A0 addresses to select one of 64 neurons and with A9-A6 addresses to select one of 16 rows of bias synapses. A12 determines the group of 16 rows selected: A12Ê=Ê0 for input bias, A12Ê=Ê1 for feedback bias. Bias-row addresses 10-15 are reserved for Intel internal use. Users should make sure that these bias addresses are zeroed if using custom software.��VPP1� XE  "VPP1" �, VPP2� XE  "VPP2" ��SA�PROGRAMMING VOLTAGE SUPPLIES� XE  "PROGRAMMING VOLTAGE SUPPLIES" �ÑVPP1 and VPP2 are high-voltage pulse inputs required for training (see A.C. and D.C. Characteristics and Weight Setting). VPP1 and VPP2 are set to VCC during normal operation. They are connected to the gate and source of the EEPROM device during the WVTR (Weight VT Read) or RVTR (Reference VT Read) modes.��QUER� XE  "QUER" ��ID�QUERY� XE  "QUERY" �Ña TTL input that enables the query mode when QUERÊ=Ê1. QUER activates interrogation of synapse weight and sum measurement.��SMO+� XE  "SMO+" �, SMOÐ� XE  "SMO–" ��OA�SUMMING-NODE OUTPUTS� XE  "SUMMING-NODE OUTPUTS" �Ñdifferential analog outputs of the neuron summing nodes in the SMR (Sum Read) mode. SMO+ and SMOÐ are connected to the selected neuron by the A5-A0 addresses for direct measurement of the differential voltage representing: 

	Netj=Ê(SMO+)ÊÐÊ(SMOÐ)Ê=Ê·{weights*inputs}Ê+Êbias. 

Differential currents can also be read, but only for a very limited range. 

In the SYNR (Synapse Read) mode, addresses A12-A0 and BIAS select an individual synapse to obtain its response to a corresponding input. The output is a differential voltage or current across the SMO± pins. SMO+ and SMOÐ are also used in the SMR/P (Sum Read/Perturb) mode to allow adding or subtracting incremental differential current from a selected neuronÕs summing nodes for use with the Madaline learning algorithm (see Training).��NMO� XE  "NMO" ��OA�NEURON OUTPUT� XE  "NEURON OUTPUT" �Ña multiplexed analog output connected to the neuron output selected by addresses A5-A0 in the NR (Neuron Read) mode. Selective sensing of neuron outputs facilitates implementations of back propagation and other learning algorithms with minimal hardware overhead. NMO is essential for system debugging.��SYNO� XE  "SYNO" ��OA�SYNAPSE OUTPUT� XE  "SYNAPSE OUTPUT" �Ñan analog output connected to one of the selected synapseÕs two EEPROM-cell drains for threshold measurement in WVTR, RVTR, or VT Read modes. The synapse is selected with the A12-A0, BIAS and WT inputs (see Weight Setting).��KEY:�SÊ=ÊPower Supply

IÊ=ÊInput

OÊ=ÊOutput

AÊ=ÊAnalog

DÊ=ÊDigital

�PRINCIPLES OF OPERATION� XE  "PRINCIPLES OF OPERATION" �

Figure 2 is a simplified model of a typical biological neuron cell� XE  "neuron cell" �. The neuron has several inputs attached to its body at points called Òsynapses� XE  "synapses" �.Ó The variable-strength synapse connections can be either output-exciting or output-inhibiting. Input signals reaching the neuron body� XE  "neuron body" � through these variable-strength synapses are summed by the neuron body. When the sum exceeds a threshold, the neuron output is activated. 

� EMBED Word.Picture.6  ���

Figure 2. Model of Biological Neuron Cell� TC  "Figure 2. Model of Biological Neuron Cell" \l 8 �

The 80170NX chip is designed around this basic neuron model. The chip normally operates as 64 parallel processors� XE  "parallel processors" �, where each such processor is analogous to this neuron model. Figure 3 illustrates the 80170NX chip architecture� XE  "chip architecture" � as an array of external inputs� XE  "inputs" � (ui� XE  "ui" �) and neuron outputs� XE  "outputs" � (vj� XE  "vj" �). The intersections of external inputs and neurons are connected through synapses that consist of a multiplier� XE  "multiplier" � (X) and a weight-storage unit� XE  "weight-storage unit" � (Wij� XE  "Wij" �). Wij is the weight of the connection from input ui to output vj. Figure 3 illustrates only one array of intersections; the chip has two such arraysÑan Input Array� XE  "Input Array" � and a Feedback Array� XE  "Feedback Array" �. In addition to these arrays, each neuron is connected to fixed-input bias synapses� XE  "fixed-input bias synapses" � (Bkj� XE  "Bkj" �) in each of the two arrays. 

This normal mode of operation is called Parallel Distributed Processing� XE  "Parallel Distributed Processing" � (PDP� XE  "PDP" �). In the PDP mode, each neuron computes the dot (inner) product of the external inputs (ui) times their corresponding synapse weights (Wij), and adds the sum of the fixed-input bias weights (Bkj). This dot product� XE  "dot product" � is then compressed through a sigmoid function� XE  "sigmoid function" �, as follows: 

vjÊ=Êsigmoid {·i (ui * Wij) + ·kBkj}

The neuron output� XE  "output" � (vj� XE  "vj" �) is a scalar quantity that indicates how closely the input vector matches the stored-weight vector. The sigmoid function through which the result of the dot products pass is illustrated later in Figures 20, 27 and 28.  

The Input and Feedback Arrays each have 16 fixed-input bias synapses� XE  "fixed-input bias synapses" �. Mathematically, all of these bias synapses act as a single bias to provide the threshold for the neuronÕs sigmoid function and to cancel offsets due to physical non-linearities in the chip. However, since the dynamic range of a single EEPROM bias synapse is limited, 16 of them are used. All 16 contribute to the dot product performed by the neuron, although seven are set by the training program and the other nine are set by a chip-initialization process. 

The weights� XE  "weights" � of all synapsesÑexternal-input synapses and fixed-input bias synapsesÑare programmed by an external training system. Intel provides such a training system, as described in the TRAINING OPERATIONS section on page 26 <****replace page number****>. 



Figure 3. Typical Neural Net� TC  "Figure 3. Typical Neural Net" \l 8 �

The chip uses IntelÕs fast CHMOS-III EEPROM technology� XE  "technology" �. Synapses are implemented as differential EEPROM cell pairs� XE  "differential EEPROM cell pairs" �, as shown in Figure 4. This implementation provides much more compact storage than conventional digital EEPROM memory because synapse weights are stored as analog values on the gates, and because analog multipliers are more compact than digital multipliers. Typical weight resolution� XE  "resolution" � of the differential EEPROM cell pairs� XE  "EEPROM cell pairs" � is 6 to 7 bits. Worst-case resolution over a lifetime of 10 years is at least 4 bits, and greater than 6 bits can be obtained if the Bake-Train-Bake Method is used.  (See the Bake-Train-Bake section on page 31 <****replace page number****> for details.) 

Synapse weights are stored as analog transconductance values� XE  "transconductance values" �, each producing an analog output current� XE  "output current" � from an analog input voltage and a stored-weight voltage. Currents generated by each synapse along a pair of summing lines� XE  "summing lines" � (shown as a single column in Figure 3) are summed, converted to a voltage, and passed through a sigmoid function with voltage-controlled gain. When both Input Array and Feedback Array are active, the output corresponds to the sum of their two dot products. Identical mechanisms in each of 64 columns correspond to the 64 neuron outputs. The sigmoid function (illustrated in Figure 19) is a threshold function where dot products below the neuronÕs output threshold indicate a poor match between input and stored weight vectors. Conversely, neuron output will be high for dot products above the neuronÕs threshold. Each neuronÕs threshold can be changed independently by the learning algorithm, allowing different match criteria for different vectors. Changing bias-synapse weights� XE  "bias-synapse weights" � alters the sum of currents, shifting the neuron threshold. 



Figure 4. .i.Synapse Implementation� TC  "Figure 4. .i.Synapse Implementation" \l 8 �

As Figure 4 illustrates, each synapse contains a multiplier and a stored weight, and calculates one product. The synapse product is summed with those from other synapses along the summing lines I+ and I- to produce the dot (inner) product. The weights are stored as a difference in floating-gate thresholds� XE  "floating-gate thresholds" � of a pair of EEPROM cells. Changing weight values involves altering the charge stored on the floating gates. These modifications represent variable-weight strength as well as polarity. Since the floating gates of an EEPROM cell pair have equal capacitance, unequal charge causes differences in floating-gate voltages. 

The synapseÕs multiplier circuit generates a differential current proportional to the product of this differential floating-gate voltage� XE  "floating-gate voltage" �, ÆVFG� XE  "ÆVFG" �, and the differential-input voltage, ÆVIN. The larger the differential voltages, the larger the differential current generated. Thus, the input and weight products are mapped into associated differential currents. Taking advantage of KirchoffÕs Law, many such currents can be summed along a pair of bit lines. The sum is converted to a voltage by load devices attached to the bit lines.

PROCESSING CONFIGURATIONS� XE  "PROCESSING CONFIGURATIONS" �

The chip supports many neural network configurations. For example, the 64 analog input levels are capacitively stored for a limited time by taking the HOLD� XE  "HOLD" � pin high. Several 80170NX chips can share an input bus, capturing different time slices by sequential activation of the HOLD function. Many forms of signal processing (such as speech processing) can use this sampling method in which input data is gathered from different points in time.

Similarly, 64 analog voltages can be directed to the lower half of the synapsesÑthe Feedback Array. Figure 5 shows a simplified block diagram of the input multiplex circuits� XE  "input multiplex circuits" �. The path from the input pins I0-I63� XE  "I0-I63" � to the Input-Array buffers is always connected. These 64 signals can be multiplexed from the input pins to the Feedback-Array buffers. In the Parallel Distributed Processing� XE  "Parallel Distributed Processing" � (PDP� XE  "PDP" �) mode, the A12� XE  "A12" � address pin enables input multiplexing by creating a path from the input pins to the Feedback Array buffers, and disables the path from the output pins to the Feedback Array buffers. The HOLD and CLK� XE  "CLK" � signals control the propagation of the input signal to the Input Array and Feedback Array, respectively. Similarly the RESETI� XE  "RESETI" � and RESETF� XE  "RESETF" � enable their respective arrays. 



Figure 5. .i.Input Multiplexing Circuits� TC  "Figure 5. .i.Input Multiplexing Circuits" \l 8 �

Figures 7 through 11 illustrate some basic processing configurations. The simplest example is a 64-input single-layer feedforward network� XE  "single-layer feedforward network" �, shown in Figure 6(A). Here, 64-dimension input vectors� XE  "input vectors" � (or Òpatterns� XE  "patterns" �Ó) are directly mapped into 64-dimension output vectors, as determined by the synapse weights in the Input Array. In this minimal configuration, the Input-Array inputs are enabled and the Feedback-Array inputs are disabled by taking the RESETF� XE  "RESETF" � pin high. This is called the 64-input parallel distributed processing mode (PDP/64-input mode� XE  "PDP/64-input mode" �). 

Figure 6(b) shows another variant of the PDP/64-input feedforward configuration� XE  "feedforward configuration" �. Here, the Feedback Array is driven directly from the external input pins by taking A12� XE  "A12" � high, disabling the Input Array by taking RESETI� XE  "RESETI" � high,  and enabling the Feedback Array by taking RESETF� XE  "RESETF" � low. 



Figure 6. .i.64-Input Feedforward Configurations� TC  "Figure 6. .i.64-Input Feedforward Configurations" \l 8 �

In addition to the chipÕs 64-input configuration (PDP/64-input mode), a 128-input configuration (PDP/128-input mode� XE  "PDP/128-input mode" �) can be implemented. In this configuration, shown in Figure 7, a second set of 64 inputs on input pins I0-I63� XE  "I0-I63" � is multiplexed to the Feedback Array. Each of the 64 neurons then calculates the dot product of both the Input-Array and Feedback-Array input vectors with their corresponding synapse weights. Pin A12� XE  "A12" � enables this multiplex mode. When A12� XE  "A12" � and CLK� XE  "CLK" � are set TTL-high and RESETI� XE  "RESETI" �, RESETF� XE  "RESETF" �, and HOLD� XE  "HOLD" � at TTL-low, the first half of the input vector is applied to the input pins and routed to both the Input-Array buffers and the Feedback-Array buffers. When HOLD goes to TTL-high, the Input-Array buffers store the analog levels and disconnect from the input pins. The second half of the input vector is applied to the input pins that propagate to the Feedback Array, and a valid output will appear at the output pins N0-N63� XE  "N0-N63" � one processing-delay later.



Figure 7. .i.128-Input Feedforward Configurations� TC  "Figure 7. .i.128-Input Feedforward Configurations" \l 8 �

A single chip can perform two-layer operation� XE  "two-layer operation" � by using the feedback connections and the clocked sample-and-hold features� XE  "sample-and-hold features" �. Alternate activation of the two reset pins, RESETI� XE  "RESETI" � and RESETF� XE  "RESETF" �, disables the corresponding Input-Array and Feedback-Array inputs, as shown in Figure 8(A). During Input-Array processing, Feedback-Array inputs are reset by taking RESETF high. Outputs then reflect a dot product of inputs times the synapse weights stored in the Input Array. After a CLK� XE  "CLK" � pulse, which initiates processing by the Feedback Array, neuron outputs are fed into the feedback inputs of the Feedback Array. To prevent the external inputs at input pins from interfering with Feedback-Array processing� XE  "Feedback-Array processing" �, inputs are disconnected from the Input Array by taking RESETI high. The fixed internal inputs to the bias synapses are also reset when RESETI or RESETF are taken high.



Figure 8. .i.64-Input Feedback Configurations� TC  "Figure 8. .i.64-Input Feedback Configurations" \l 8 �

Hopfield networks� XE  "Hopfield networks" � are supported with the clocked feedback capability shown in Figure 8(B). This requires applying alternating CLK� XE  "CLK" � and NE# pulses. Continuous feedback is also supported and can be obtained by driving the A11� XE  "A11" � pin to 12VÊ±Ê0.5V, the A12� XE  "A12" � pin to 0V and the CLK� XE  "CLK" � pin to TTL high. � XE  "neuron enable" �

Feedback connections can be used to recognize time-dependent input sequences� XE  "time-dependent input sequences" �, as in Figure 9(A). Here, results from the Input Array are fed back for multiple clock cycles to the Feedback Array. Figure 9(B) shows a configuration capable of generating sequences from a fixed input pattern. 



Figure 9. .i.64-Input Sequence Recognition and Generation Configurations� TC  "Figure 9. .i.64-Input Sequence Recognition and Generation Configurations" \l 8 �

Figure 10 combines the 128-input PDP mode with two-layer processing� XE  "two-layer processing" �. The Input and Feedback Arrays are combined to allow up to 128 inputs and up to 64 outputs, as shown in Figure 10(B). If this 128-by-j matrix is used for the first layer of processing then a j-by-(64-minus-j) matrix located in the Feedback Array, as shown in Figure 10(B), can be used for the second layer of processing. The number of processing elements in the hidden layer, j, is defined as an integer less than 64. The outputs of the first cycle are clocked back into the Feedback Array; only the first j outputs of this cycle are valid. These outputs are multiplied by the j-by-(64-minus-j) matrix in the second cycle. Then, the outputs of the second cycle are read at the output pins NjÐN63� XE  "Nj–N63" �. Those portions of the synapse array outside the two matrices defined above, marked by 0 in Figure 10(B), must be set to weights of zero.



Figure 10. .i.128-Input Feedback Configuration� TC  "Figure 10. .i.128-Input Feedback Configuration" \l 8 �

MULTI-CHIP CONFIGURATIONS� XE  "MULTI-CHIP CONFIGURATIONS" �

One of two multi-chip interconnection configurations can be used: direct pin-to-pin interconnection� XE  "pin-to-pin interconnection" �, as shown in Figure 11(A), or bus interconnection� XE  "bus interconnection" �, as shown in Figure 11(B). Direct pin-to-pin wiring is the more straightforward since no multiplexing is required. The busing example in Figure 11(B) shows a common, multiplexed bus for all communication. Alternatively, separate buses could be used between processing layers and for inputs and outputs. Bus interconnection provides a more flexible development environment; the clocking sequence of the NE#, HOLD� XE  "HOLD" �, and CLK� XE  "CLK" � pins allows changes in data routing. The bus configuration has two drawbacks compared to direct interconnect: (1) data can be moved only in complete 64-neuron blocks, and (2) multiplexing is somewhat slower.  � XE  "neuron enable" �

Intel offers a multi-chip prototyping board� XE  "prototyping board" � for 80170NX chipsÑthe ETANN Multi-chip Board (EMB)� XE  "ETANN Multi-chip Board (EMB)" �. The EMB� XE  "EMB" � supports both pin-to-pin and bus interconnection along with prototyping for up to eight chips. It is an add-on to the iNNTS training system, described below in the TRAINING section. Multi-chip versions of the required hardware drivers, linking subroutines, and network simulation programs are provided. 

�

Figure 11. Multi-Chip Configurations� TC  "Figure 11. Multi-Chip Configurations" \l 8 �

�SYNAPSE CHARACTERISTICS� XE  "SYNAPSE CHARACTERISTICS" �

Synapse Weight Operation� XE  "Synapse Weight Operation" �

To change a synapse weight, the difference in voltage between the two EEPROM floating-gate cells� XE  "floating-gate cells" � (ÆVFG� XE  "ÆVFG" �) is changed by adding charge to one cell and removing charge from the other using Fowler-Nordheim tunneling� XE  "Fowler-Nordheim tunneling" �. Tunneling� XE  "Tunneling" � is a physical mechanism commonly used in conventional EEPROM cells� XE  "EEPROM cells" �; high voltage� XE  "high voltage" � applied across a thin dielectric causes electrons to tunnel directly through the dielectric, to or from a floating gate. The weight-modification voltage pulses� XE  "weight-modification voltage pulses" � induce Fowler-Nordheim tunneling in a selected synapse (see Figure 4).

A measurable indicator of the floating-gate voltage is the threshold voltage� XE  "threshold voltage" � (VT� XE  "VT" �) of the floating-gate cell itself. Figure 12 shows the floating-gate cellÕs current-voltage characteristics� XE  "current-voltage characteristics" � before and after a weight modification, along with the corresponding VT's. The VT is the control-gate voltage� XE  "control-gate voltage" � at which the cell begins conducting a given amount of current, typically 1 to 10 µA. In this example, the floating-gate voltage becomes more negative as electrons are added, corresponding to an increase in the cell VT, since a more positive control-gate voltage is required to overcome the effect of the added electrons on the floating gate. 



Figure 12. .i.EEPROM Floating-Gate Cell Characteristics� TC  "Figure 12. .i.EEPROM Floating-Gate Cell Characteristics" \l 8 �

Synapse weights are represented by threshold-voltage differentials� XE  "threshold-voltage differentials" � (VT_DIFF� XE  "VT_DIFF" �) between the reference and weight EEPROM cells� XE  "weight EEPROM cells" �, where weight =Ê [VT_REF-VT_WT] and VT_DIFF = - weight. All weight-changing procedures refer to VT changes, which are measured by using the VT read modes, WVTR and RVTR, as described in the MODE DESCRIPTIONS section, below. � XE  "reference EEPROM cells" �

Synapse Multiply Characteristics� XE  "Synapse Multiply Characteristics" �

Figure 13 shows the four-quadrant multiply characteristics� XE  "four-quadrant multiply characteristics" � of a synapse. The output differential current is plotted as a function of the input voltage for eleven values of VT_DIFF� XE  "VT_DIFF" �. A constant common-mode VT among the two EEPROM cells is maintained in these results. There is good linearity over most of the weight range. (See the DC CHARACTERISTICS section on page 37 <****replace page number****> for a definition of VT_DIFF� XE  "VT_DIFF" �, VT_COM� XE  "VT_COM" �, VT_WT� XE  "VT_WT" �, and VT_REF� XE  "VT_REF" �.) 



Figure 13. Four-Quadrant Synapse Multiply Characteristics vs. InputÊVoltage� TC  "Figure 13. Four-Quadrant Synapse Multiply Characteristics vs. Input Voltage" \l 8 �

MODE DESCRIPTIONS� XE  "MODE DESCRIPTIONS" �

Signature Read� XE  "Signature Read" �

The 80170NX chip contains a signature code to differentiate it from other chips. There are two ways to read the code. When A9 � XE  "A9 " �goes to high voltage (12V ± 0.5V), the device is recognized as an Intel component when 89H is read from pins N0-N7� XE  "N0-N7" � and as an 80170NX chip when CFH is read from pins N8-N15� XE  "N8-N15" �. The other option is to toggle through 16 bits at the NMO� XE  "NMO" � pin, reading 89H followed by CFH.

PDPÑParallel Distributed Processing Mode� XE  "PDP—Parallel Distributed Processing Mode" �

Parallel distributed processing is the normal processing mode, described in the Principles of Operation section on page 5 <****replace page number****>. As shown in the Processing Configurations section  on page 7 <****replace page number****>, the input derivation is configuration-dependent, yielding a number of different processing characteristics. 

WMI� XE  "WMI" �/WMD� XE  "WMD" �ÑWeight-Modify Increase� XE  "Weight-Modify Increase" � and Weight-Modify Decrease� XE  "Weight-Modify Decrease" � Modes

When the LRN� XE  "LRN" � pin is set to 1 the chip enters the learning, or training, mode. A synapse is selected by addresses A12-A0� XE  "A12-A0" � and BIAS� XE  "BIAS" �. Synapse weights are changed by first measuring the EEPROM-cell threshold (the stored weight) by using the WVTR mode. A calculation is then made of the voltage and pulse width needed for the desired weight modification. By pulsing the calculated high voltages on pins VPP1 � XE  "VPP1 " �and VPP2� XE  "VPP2" �, the weights are modified one at a time. For details, see the next section, TRAINING. 

The weight-setting algorithm applies multiple pulses in the process of setting a weight by using the error observed after each pulse and then making a better estimate for the next pulse. The algorithm also carries what it has learned in the process of setting one weight to the setting of the next weight. This adaptation is important for reducing the number of pulses and hence the total weight-setting time.

WVTR� XE  "WVTR" �ÑWeight VT Read Mode� XE  "Weight VT Read Mode" �

A specific floating-gate device storing a desired synapse weight� XE  "synapse weight" � is selected by addresses A12-A0� XE  "A12-A0" �, BIAS� XE  "BIAS" �, and WT� XE  "WT" � when in WVTR mode. The deviceÕs drain terminal is connected to the SYNO� XE  "SYNO" � pin by on-chip decoding circuitry to allow VT� XE  "VT" � measurement as shown in Figure 14.



Figure 14. .i.VT Measurement System� TC  "Figure 14. .i.VT Measurement System" \l 8 �

As an example, during VT measurement, 3.0 volts is applied to SYNO� XE  "SYNO" � while monitoring the current into SYNO. VPP1� XE  "VPP1" � and VPP2� XE  "VPP2" � supply the gate and source voltages, respectively, to the selected floating-gate transistor. VT is measured by setting VPP2 (device source) to 2.0 volts and incrementing VPP1 (the gate) from 0 to 4V until the SYNO (drain) current reaches the specified level (typically 1 to 10 µA). The gate-to-source voltage, VPP1 minus VPP2, that generates this current is the VT. For example, given a 0.25 volt reference EEPROM cell� XE  "reference EEPROM cell" � VT, a 0.25 volt weight EEPROM cell� XE  "weight EEPROM cell" � VT corresponds to a synapse weight of zero; weight EEPROM cell VT's below 0.25 volt correspond to positive weights. Better synapse multiply characteristics are obtained when a constant common mode is maintained. VT's ranging from Ð1.0 to 1.50 volts are attainable corresponding to a weight range of Ð2.5 to +2.5 volts. 

Figure 15 shows synapse multiply characteristics versus floating-gate device VT's at different fixed-input voltages (the inverse of Figure 13).



Figure 15. Synapse Four-Quadrant .i.Multiply Characteristics vs. VT Differential� TC  "Figure 15. Synapse Four-Quadrant .i.Multiply Characteristics vs. VT Differential" \l 8 �

RMI� XE  "RMI" �, RMD� XE  "RMD" �, and RVTR� XE  "RVTR" �ÑReference Modify and Read Modes� XE  "Reference Modify and Read Modes" �

These modes are identical to the corresponding weight-related modes WMI, WMD, and WVTR except that they affect the reference EEPROM-cell threshold (VT_REF� XE  "VT_REF" �) instead of the weight EEPROM-cell threshold (VT_WT� XE  "VT_WT" �); see Figure 4. 

Zero synapse-weight values occur when VT_WT is set equal to VT_REF. Alternatively, unused synapses can be zeroed by programming both weight and reference cells to maximum (and equal) VT's. This is simpler and faster than setting VT_DIFF precisely to zero, and it reduces power consumption by turning the synapse cells off.

The reference EEPROM cellÕ� XE  "reference EEPROM cell’" �s floating gate can be set at a fixed value or to a value opposite from that of the weight EEPROM cell� XE  "weight EEPROM cell" �. For maximum dynamic range of weights� XE  "maximum dynamic range of weights" �, VT_REF� XE  "VT_REF" � should be set opposite to VT_WT, and the average of VT_WT and VT_REF (VT_COM� XE  "VT_COM" �) should be held constant at 0.25 volt, approximately the intrinsic (UV-erased) threshold level, as follows:

	� EMBED "Equation" "Word Object1" \* mergeformat  ���

and

	� EMBED "Equation" "Word Object1" \* mergeformat  ���

See Weight Setting in the TRAINING OPERATIONS section on page 26 <****replace page number****> for details. 

SMR� XE  "SMR" �ÑSum Read Mode� XE  "Sum Read Mode" �

The differential voltage� XE  "differential voltage" � generated at a pair of summing nodes by the sum-of-products differential current� XE  "sum-of-products differential current" � can be measured directly in the SMR mode. The differential current is converted to a differential voltage through the use of non-linear resistive loads� XE  "non-linear resistive loads" �. The effective resistance of these loads vary with the common-mode current through them (see Figure 16). The common-mode current� XE  "common-mode current" � varies with the number of active synapses in the neuron. Addresses A5-A0� XE  "A5-A0" � select the desired pair of summing nodes (see Figure 17). The selected summing nodes are switched to the SMO+� XE  "SMO+" � and SMOÐ� XE  "SMO–" � pins. This differential voltage is a physical representation of the total sum of weights*inputs + bias for the selected neuron. This voltage is very small and unbuffered; it may contain systematic offsets and is not intended for external use.



Figure 16. .i.Non-Linear Resistive Summing Load� TC  "Figure 16. .i.Non-Linear Resistive Summing Load" \l 8 �



Figure 17. .i.Summing Nodes Selection and Output� TC  "Figure 17. .i.Summing Nodes Selection and Output" \l 8 �

Figure 18(A) shows how a differential voltage would be measured between SMO+� XE  "SMO+" � and SMOÐ� XE  "SMO–" �. This mode may also be used to perturb the selected sum by drawing current either from pins SMO+ or SMOÐ. Drawing current from SMO+ will increase the sum while drawing current from SMOÐ will decrease the sum, which is useful for implementation of the Madaline III learning algorithm� XE  "Madaline III learning algorithm" �.



Figure 18. .i.Summing Node Output Measurement� TC  "Figure 18. .i.Summing Node Output Measurement" \l 8 �

SYNR� XE  "SYNR" �ÑSynapse Read Mode� XE  "Synapse Read Mode" �

A particular synapse is selected by addresses A12-A0� XE  "A12-A0" � and BIAS� XE  "BIAS" � in the SYNR mode, while other synapses connected to the same pair of summing nodes are disabled. This allows measurement of a selected input*weight productÕs contribution to the total sum through the SMO± pins as a function of input level. Although a differential voltage can be measured at the pins SMO±, this is not an accurate representation because of the non-linear load characteristics. It is better to measure actual cell current by forcing both pins to VCC� XE  "VCC" � and measuring the difference in SMO+� XE  "SMO+" � and SMOÐ� XE  "SMO–" � current levels, as shown in Figure 18(B). Feedback-Array synapses can be measured by using the input pads in the input multiplex mode. Rows used for threshold setting (a subset of the bias units) always have their inputs set to an internal, constant, positive reference. The effective input varies with VREFi� XE  "VREFi" � for the Input Array and with VREFo� XE  "VREFo" � for the Feedback Array.

NR� XE  "NR" �ÑNeuron Read Mode� XE  "Neuron Read Mode" �

Addresses A5-A0 � XE  "A5-A0 " �select a neuron output to be connected to the NMO� XE  "NMO" � pin in NR mode. This allows the neuron outputs to be multiplexed out one at a time by the training system, eliminating the need for multiplexers between layers in a multi-layer network. Figures 18 and 19 show the neuron outputÕs sigmoid transfer characteristics� XE  "sigmoid transfer characteristics" � as a function of reference and gain control� XE  "reference and gain control" �, versus summing-node current input� XE  "summing-node current input" �.



Figure 19. .i.Neuron Output Transfer Characteristic vs. SummingÊCurrentÊandÊVGAIN� TC  "Figure 19. .i.Neuron Output Transfer Characteristic vs. Summing Current and VGAIN" \l 8 �



Figure 20. .i.Neuron Output Transfer Characteristic vs. SummingÊCurrentÊandÊVREF� TC  "Figure 20. .i.Neuron Output Transfer Characteristic vs. Summing Current and VREF" \l 8 �

The sigmoid� XE  "sigmoid" � has an input offset that varies slightly from chip to chip. The offset can be nulled by using one or more of the bias units. Figure 21 shows the HGAIN� XE  "HGAIN" � sigmoid threshold mode. 



Figure 21. .i.Sigmoid Characteristic in VGAIN and HGAIN Modes� TC  "Figure 21. .i.Sigmoid Characteristic in VGAIN and HGAIN Modes" \l 8 �

Mode Summary� XE  "Mode Summary" �

Table 1 shows the signal states in the various operating modes� XE  "operating modes" �. Valid BIAS addresses are A9 through A0 (A5-A0 are neuron addresses), with A11 and A10Ê=Ê0 (A11 and A10 are only used for normal synapse selection). In all synapses (external input and bias), A12 selects between Input and Feedback Arrays (inputÊ=Ê0, feedbackÊ=Ê1).

�Table 1 .i.Mode Summary � TC  "Table 1 .i.Mode Summary " \l 9 �

�CE#�NE#�HOLD� XE  "HOLD" ��CLK� XE  "CLK" ��RESETI� XE  "RESETI" ��RESETF� XE  "RESETF" ��HGAIN� XE  "HGAIN" ��QUER� XE  "QUER" ��LRN� XE  "LRN" ��SSYN� XE  "SSYN" ��A0-A5� XE  "A0-A5" ��A6-A11� XE  "A6-A11" ��A12� XE  "A12" ���Parallel Distributed Processing (PDP)� XE  "Parallel Distributed Processing (PDP)" �:���������������PDP/64 Inputs� XE  "PDP/64 Inputs" ��0�0�X�X�0�1�0�0�0�0�X�X�0��PDP/128 Inputs� XE  "PDP/128 Inputs" ��0�0�0/1(8)�1�0�0�0�0�0�0�X�X�1��Neuron Disable� XE  "Neuron Disable" ��0�1�X�X�0�1�0�0�0�0�X�X�0��Power Down� XE  "Power Down" ��1�X�X�X�X�X�X�X�X�X�X�X�X��Weight Modify� XE  "Weight Modify" �:���������������Wt Mod Increase (WMI)� XE  "Wt Mod Increase (WMI)" ��0�1�X�X�X(1)�X(1)�X�0�1�1�V�V�V��Wt Mod Decrease (WMD)� XE  "Wt Mod Decrease (WMD)" ��0�1�X�X�X(1)�X(1)�X�0�1�1�V�V�V��Wt Vt Read (WVTR)� XE  "Wt Vt Read (WVTR)" ��0�1�X�X�X(1)�X(1)�X�1�1�1�V�V�V��Ref Mod Increase (RMI)� XE  "Ref Mod Increase (RMI)" ��0�1�X�X�X(1)�X(1)�X�0�1�1�V�V �V ��Ref Mod Decrease (RMD)� XE  "Ref Mod Decrease (RMD)" ��0�1�X�X�X(1)�X(1)�X�0�1�1�V�V�V��Ref Vt Read (RVTR)� XE  "Ref Vt Read (RVTR)" ��0�1�X�X�X(1)�X(1)�X�1�1�1�V�V�V��Query� XE  "Query" �:���������������Sum Read (SMR)� XE  "Sum Read (SMR)" ��0�X�V�V�V�V�X�1�0�0�V�X�V��Synapse Read (SYNR)� XE  "Synapse Read (SYNR)" ��0�X�V�V�V�V�X�1�0�1�V�V�V��Neuron Read (NR)� XE  "Neuron Read (NR)" ��0�0�V�V�V�V�V�1�0�0�V�X�V��Reset� XE  "Reset" �/Perturb� XE  "Perturb" �:���������������Erase Wt Column� XE  "Erase Wt Column" ��0�1�X�X�X(1)�X(1)�X�0�1�0�V�X�X��Erase Ref Column� XE  "Erase Ref Column" ��0�1�X�X�X(1)�X(1)�X�0�1�0�V�X�X��Prog Wt Column� XE  "Prog Wt Column" ��0�1�X�X�X(1)�X(1)�X�0�1�0�V�X�X��Prog Ref Column� XE  "Prog Ref Column" ��0�1�X�X�X(1)�X(1)�X�0�1�0�V�X�X��Sum Read/Perturb (SMR/P)� XE  "Sum Read/Perturb (SMR/P)" ��0�0�V�V�V�V�V�1�0�0�V�X�V��Signature Modes� XE  "Signature Modes" �:���������������Standard�0�0�X�X�X�X�0�0�0�X�X�X(4)�X��NW vs NX� XE  "NW vs NX" ��0�0�X�X�1�1�1�0�0�X�X�X(4)�X��NMO Signature� XE  "NMO Signature" ��0�0�X�X�X�X�1�1�0�X�V�X(4)�X��Continuous Feedback� XE  "Continuous Feedback" �:���������������With Input Array Disabled�0�0�X�1�1�0�0�0�0�X�X�X(6)�X���NOTES:

(1) Preferred RESETI = RESETF = 1, if RESETI/RESETF = 0, the selected synapse will conduct current. This may affect the programming conditions. The state of these pins must be consistent between programming and verifying.

(2) Force SMO± to VCC and measure current.

(3) Sink differential current from the SMO± pins.

(4) A9 = VHH.

(5) VREFo is less than 0.7V.

(6) A11 = VHH.

(7) Outputs may be active, depending on state of NE#.

(8) See Figure 7.

�SYMBOLS:

0 = Logic Ò0Ó

0/1 = Transition from 0 to 1 (see Figure 7).

1 = Logic Ò1Ó

X = DonÕt Care Inputs, Indeterminate State Outputs

Q = Valid Data Output

V = Valid Input

Z = High Impedance

VCC = Logic Supply Voltage

VHH = 12 ± 0.5V

VP1 & VP2 = High-Voltage Pulse Inputs

VG & VS = Gate and Source VoltagesÑused in SYNR mode

ID = EEPROM Cell Drain Current

�Table 1. Mode Summary (Continued)

�BIAS�WT�INC�VGAIN�VREFi�VREFo�I0-I63�N0-N63�SMO±�NMO�SYNO�VPP1�VPP2��Parallel Distributed Processing (PDP):���������������PDP/64 Inputs�X�X�X�V�V�V�V�Q�Z�Z�Z�VCC�VCC��PDP/128 Inputs�X�X�X�V�V�V�V�Q�Z�Z�Z�VCC�VCC��Neuron Disable�X�X�X�V�V�V�V�Z�Z�Z�Z�VCC�VCC��Power Down�X�X�X�X�X�X�X�Z�Z�Z�Z�VCC�VCC��Weight Modify:���������������Wt Mod Increase (WMI)�V�1�1�X�X�X�X�Z�Z�Z�Z�VP1�VP2��Wt Mod Decrease (WMD)�V�1�0�X�X�X�X�Z�Z�Z�Z�VP1�VP2��Wt Vt Read (WVTR)�V�1�X�X�X�X�X�Z�Z�Z�ID�VG�VS��Ref Mod Increase (RMI)�V�0�1�X�X�X�X�Z�Z�Z�Z�VP1�VP2��Ref Mod Decrease (RMD)�V�0�0�X�X�X�X�Z�Z�Z�Z�VP1�VP2��Ref Vt Read (RVTR)�V�0�X�X�X�X�X�Z�Z�Z�ID�VG�VS��Query:���������������Sum Read (SMR)�X�X�X�X�V�V�V�X(7)�Q�X�Z�VCC�VCC��Synapse Read (SYNR)�V�X�X�X�V�V�V�X(7)�VCC(2)�X�Z�VCC�VCC��Neuron Read (NR)�X�X�X�V�V�V�V�Q�Q�Q�Z�VCC�VCC��Reset/Perturb:���������������Erase Wt Column�X�1�1�X�X�X�X�Z�Z�Z�Z�VP1�VP2��Erase Ref Column�X�0�1�X�X�X�X�Z�Z�Z�Z�VP1�VP2��Prog Wt Column�X�1�0�X�X�X�X�Z�Z�Z�Z�VP1�VP2��Prog Ref Column�X�0�0�X�X�X�X�Z�Z�Z�Z�VP1�VP2��Sum Read/Perturb (SMR/P)�X�X�X�V�V�V�V�Q�Q(3)�Q�Z�VCC�VCC��Signature Modes:���������������Standard�X�X�X�X�X�V�X�Q�Z�Z�Z�VCC�VCC��NW vs NX�X�X�X�X�X�V(5)�X�Q�Z�Z�Z�VCC�VCC��NMO Signature�X�X�X�X�X�V�X�Q�Q�Q�Z�VCC�VCC��Continuous Feedback:���������������With Input Array Disabled�X�X�X�V�X�V�X�Q�Z�Z�Z�VCC�VCC���NOTES:

(1) Preferred RESETI = RESETF = 1, if RESETI/RESETF = 0, the selected synapse will conduct current. This may affect the programming conditions. The state of these pins must be consistent between programming and verifying.

(2) Force SMO± to VCC and measure current.

(3) Sink differential current from the SMO± pins.

(4) A9 = VHH.

(5) VREFo is less than 0.7V.

(6) A11 = VHH.

(7) Outputs may be active, depending on state of NE#.

(8) See Figure 7.

�SYMBOLS:

0 = Logic Ò0Ó

0/1 = Transition from 0 to 1 (see Figure 7).

1 = Logic Ò1Ó

X = DonÕt Care Inputs, Indeterminate State Outputs

Q = Valid Data Output

V = Valid Input

Z = High Impedance

VCC = Logic Supply Voltage

VHH = 12 ± 0.5V

VP1 & VP2 = High-Voltage Pulse Inputs

VG & VS = Gate and Source VoltagesÑused in SYNR mode

ID = EEPROM Cell Drain Current

�TRAINING OPERATIONS� XE  "TRAINING OPERATIONS" �

Training Systems� XE  "Training Systems" �

Intel offers a complete development and training system� XE  "development and training system" � for 80170NX chipsÑthe Intel Neural Network Training System (iNNTS)� XE  "Intel Neural Network Training System (iNNTS)" � and the ETANN Multi-chip Board (EMB)� XE  "ETANN Multi-chip Board (EMB)" �. The iNNTS� XE  "iNNTS" � and EMB� XE  "EMB" � are compatible with any personal computer based on an Intel 80286 (or later) processor with at least 1MB of memory. 

The iNNTS includes a Personal Computer PROM Programmer� XE  "Personal Computer PROM Programmer" � (PCPP� XE  "PCPP" �), 80170 Adapter� XE  "80170 Adapter" �, Generic Programmer Interface� XE  "Generic Programmer Interface" � (GUPI� XE  "GUPI" �) base, Confidence Test Module� XE  "Confidence Test Module" �, two 80170NX chips, interface software� XE  "interface software" �, and two neural network simulation programs� XE  "simulation programs" �. 

The simulation programs are iBrainMaker� XE  "iBrainMaker" � from California Scientific Software� XE  "California Scientific Software" �, and iDynaMind� XE  "iDynaMind" � from NeuroDynamX� XE  "NeuroDynamX" �, Inc. Both simulation programs incorporate the 80170NX chipÕs sigmoid threshold characteristics during simulation. Both programs provide menu-driven functions to download synapse weights to the chip, test through the chip, and perform chip-in-loop optimization to compensate for analog variations. The programs support partitioning of the Feedback Array to allow networks with multiple hidden layers to be implemented on a single chip. 

Users who prefer to write their own simulation or training algorithms are provided with a Training System Interface Library� XE  "Training System Interface Library" � (TSIL� XE  "TSIL" �) containing over two dozen subroutines with which to control the operations of the chip. These routines are described in detail in the ProgrammerÕs Reference section of the iNNTS UserÕs Guide. 

Multi-Chip Training� XE  "Multi-Chip Training" �

The 80170 Adapter provides only one socket with which to program and train one chip. Multi-chip designs require the EMB add-on board, which attaches to the iNNTS 80170 Adapter. An EMB� XE  "EMB" � includes an eight-socket prototyping board and two 80170NX chips. The iNNTS software is upwardly compatible with the EMB board, and multi-chip versions of the two simulation programs, iBrainMaker and iDynaMind, are provided with the EMB. The TSIL library contains routines to access each socket of the EMB separately. The board is shipped with jumper blocks attached on the bottom side to configure two analog buses for multiplexing 64 analog inputs and outputs to a target socket. When the chips are trained, the user has the option of removing the jumper blocks and wirewraping directly from pin to pin. By connecting one chipÕs output pins directly to another chipÕs input pins, real-time processing  configurations can be prototyped. 

Chip-In-Loop Training� XE  "Chip-In-Loop Training" �

Due to fabrication variations, the characteristics of synapses and neurons vary within a single chip and within batches of chips. To compensate for these variations and to optimize chip performance, both the iNNTS and the EMB support chip-in-loop training. 

This method replaces the synapse weights that would otherwise be simulated by a simulation program, with actual weights stored in a chip. During training, weights are downloaded to the chip and outputs of the chip are fed back to the training simulator, which evaluates the result and updates the chipÕs weights accordingly. 

Weight Setting� XE  "Weight Setting" �

Changes to synapse weights� XE  "synapse weights" � are accomplished by applying high-voltage pulses� XE  "high-voltage pulses" � in the WMI and WMD modes. First, one of the two floating-gate devices in a single synapse is selected by the addresses A12-A0� XE  "A12-A0" �, BIAS� XE  "BIAS" �, and WT� XE  "WT" �, then high-voltage pulses are applied on pins VPP1� XE  "VPP1" � and VPP2� XE  "VPP2" � (see Figure 32). An adaptive algorithm is used to give a precise target weight with a minimum number of pulses, independent of synapse-to-synapse variations.

The EEPROM cellÕs floating-gate charge is modified by applying a high-voltage pulse for tens of microseconds. The weight-setting algorithm� XE  "weight-setting algorithm" � determines the pulse voltage, VPP2.� XE  "VPP2." � After the pulse is applied, the algorithm reads the synapse weight. If there are differences from the target weight, a subsequent pulse is applied. 

The synapse weight is directly related to the difference in threshold voltages of the two floating-gate devices in that synapse (see VT Read mode description). Floating-gate threshold voltages are measured repeatedly during the weight-setting algorithm to assess how well the weight-change process is proceeding and to make better estimates of the voltage to be used in subsequent weight settings.

The difference between target VT� XE  "VT" � (VT_target� XE  "VT_target" �) and real VT (VTeo� XE  "VTeo" �) is ÆVT� XE  "ÆVT" �. The floating gate is programmed when ÆVT is positive and erased when ÆVT is negative. In other words, programming raises the EEPROM cell threshold, while erasing reduces its threshold:

	ÆVTÊ=ÊVT_target ÐÊVTeo�	If ÆVT > 0,Êthen program�	If ÆVT < 0,Êthen erase

Figures 21 and 22 illustrate the calculated relationship between a desired synapse-weight change, ÆVT� XE  "synapse-weight change, ÆVT" �, and the high voltage which should be applied at VPP2 to achieve it. A family of calculated curves is shown for various initial thresholds, VTeo, for a fixed pulse width of 100 µs to illustrate the relationship. The exact relationship may vary slightly from these values. Table 2 shows the equations from which the curves were generated.



Figure 22. .i.VPP2 Voltage Curves for Positive ÆVT Ñ Program� TC  "Figure 22. .i.VPP2 Voltage Curves for Positive ÆVT — Program" \l 8 �



Figure 23. .i.VPP2 Voltage Curves for Negative ÆVT Ñ Erase� TC  "Figure 23. .i.VPP2 Voltage Curves for Negative ÆVT — Erase" \l 8 �

Table 2. .i.Training/Weight Setting Algorithm Equations� TC  "Table 2. .i.Training/Weight Setting Algorithm Equations" \l 9 �



Figure 24 is a flow chart of the weight-setting algorithm� XE  "weight-setting algorithm" �. The algorithm begins by initializing the address of the floating-gate device and two coefficients: BPGM� XE  "BPGM" � and BERS� XE  "BERS" � (BPGM for programming, BERS for erase). The ÆVT for the next iteration is determined from the difference between the VT_target and the most recently measured VT� XE  "VT" � (=ÊVTeo� XE  "VTeo" �Ê=ÊVT_real� XE  "VT_real" �). The VPP2 for the next pulse is iteratively solved for by using the functions given in Table 3, f(VPP_old) or g(VPP_old), for programming and erasing, respectively. The functions fÕ and gÕ signify the derivatives of these functions, respectively. 



Figure 24. .i.Weight-Setting Algorithm� TC  "Figure 24. .i.Weight-Setting Algorithm" \l 8 �

After applying a pulse, the threshold is measured again and subtracted from the original threshold to arrive at the real ÆVT. If the measured ÆVT deviates by more than 1% from the desired ÆVT, a new BPGM or BERS will be calculated based on the previous VPP and BPGM or BERS. This procedure is repeated until the measured VT falls within 1% of the VT_target. The final BPGM and BERS will be stored for use by the next synapse in the same chip. Because synapses on a chip have very similar program and erase characteristics, the B coefficients do not change significantly after the first few synapse weights are modified.

The difference between the desired ÆVT and the actual ÆVT is reduced by each subsequent pulse as the adaptive algorithm learns from experience. 

Madaline Learning� XE  "Madaline Learning" �

Using SMO+� XE  "SMO+" � and SMOÐ� XE  "SMO–" � in the SMR/P� XE  "SMR/P" � (Sum Read/Perturb� XE  "Sum Read/Perturb" �) mode allows adding or subtracting incremental differential current from a selected neuronÕs summing nodes. Sum perturbation supports training by the Madaline learning algorithm. This involves the application of many perturbations followed by grading the improvements produced by each perturbation. Synapse weights are then changed to produce the same effects as the perturbations which caused the most significant improvements in the output responses. 

Function Simulation� XE  "Function Simulation" �

Many standard neural network simulators� XE  "simulators" � can model the 80170NX chipÕs dot product neurons reasonably well. The constraints of the chipÕs analog circuits can be reflected by specific limits on input and weight-setting ranges and gain values. A first-order emulation allows evaluation of whether a chip or group of chips can be trained to perform the desired pattern-mapping application. Currently there are no effective analytical techniques or algorithms for determining appropriate neural network architectures by simply observing the training information set.

The following transfer characteristic simulates the chipÕs neuron output� XE  "neuron output" � at typical operating conditions (VGAIN� XE  "VGAIN" � = 5V, VREFo� XE  "VREFo" � = 1.4V, VREFi� XE  "VREFi" � = 1.4V, 64 input operation):

vjÊ=Ê{2 / (1 + e-8·ui*Wij)} Ð 1

where: 

ui	Inputs, constrained so that Ð1 ² ((VjÐVREFi)/VREFi) ² +1. 

Wij 	Weights, constrained so that Ð1 ² ((weight VTÐreference VT)/2.5V) ² +1. 

vj	Outputs, constrained so that Ð1 ² ((OutputÐVREFo)/VREFo) ² +1. 

These normalized input and synapse-weight values correspond to actual inputs of 0 to 2.8V and weights of Ð2.5 to 2.5V. The normalized output will also correspond to an actual range of 0 to 2.8V. 

A more accurate model of the chipÕs output under the above conditions and with VGAIN = 5V is:

vjÊ= {1.8 Ú (1 + eÐ8(·iui(1.2Ð0.2ui2)Wij(1.5-0.5Wij2)Ð·kBkj } Ð 0.9

This model includes the roll-off in the synapse characteristic at large weight and input magnitudes, as well as the output range limitations. The estimated equation for VGAIN = 3.3V (with VREFi = VREFi = 1.5V) is:

� EMBED "Equation" "Word Object1" \* mergeformat  ��� 

Bake-Train-Bake� XE  "Bake-Train-Bake" �

The chipÕs weight retention� XE  "weight retention" � over extended periods of time can be significantly improved by a process called Bake-Train-Bake. Charge movement� XE  "Charge movement" � in the nitride layer between the EEPROM cellÕs control gate and floating gate creates dipoles� XE  "dipoles" �. The dipoles compensate the electric field created by charges on the floating gates, thus affecting the effective floating-gate potential� XE  "floating-gate potential" �. This electrical reaction offsets the effective VT_DIFF� XE  "VT_DIFF" �Õs from their original targets; thus, affecting the chipÕs processing accuracy. High-temperature bake� XE  "High-temperature bake" � operations accelerate this phenomenon. When combined with re-training, the net effect is to reduce this VT shift, since the electrical field differences between re-trainings is much smaller than between the originally untrained and the first-training conditions. The change in synapse weight versus bake time is shown in Figure 25. The improvement in a single 24-hour 250¡C bake-train operation represents 3 to 4 bits of resolution over the chipÕs minimum data-retention lifetime of 10 years. Two bake-train cycles compensate for lifetime level VT shifts well within the chipÕs intrinsic processing accuracy. The Acceleration Factor� XE  "Acceleration Factor" � note at the top-left of the chart indicates that baking at 260¡ C causes the percent change shown on the vertical axis to occur 1000 times faster than it would occur if the chip were stored at 125¡ C, and 100000 times faster than it would occur if the chip were stored at 75¡ C. 



Figure 25. .i.Reduction of VT Shifts Through Bake-Train-Bake� TC  "Figure 25. .i.Reduction of VT Shifts Through Bake-Train-Bake" \l 8 �

Temperature and VCC Performance� XE  "Temperature and VCC Performance" �

Figures 25 and 26 show a typical neuronÕs response to ambient temperature� XE  "ambient temperature" � and VCC� XE  "VCC" �, respectively. For typical input patterns and synapse weights, four inputs at Weight = 0.5V (VT_DIFF) are swept while monitoring the neuron output at VGAIN=5V.



Figure 26. Sigmoid .i.Temperature Sensitivity� TC  "Figure 26. Sigmoid .i.Temperature Sensitivity" \l 8 �



Figure 27. Sigmoid .i.VCC Sensitivity� TC  "Figure 27. Sigmoid .i.VCC Sensitivity" \l 8 �

In Figure 26, two temperature effects are visible in the high-gain region of the response: the offset of the neuron shifts and the slope (effective gain) of the neuron decreases. The offset change corresponds to a change in the sum of products of about 2 µA or about 1/5 of one synapse at full weight and full input (0.25% out of 64 synapses) over the commercial temperature range. The offset change is highly dependent on the inputs and weights employed. The output slope decreases with temperature by 0.3% per degree Celsius over the nominal at 25¡C (total 20% change over the commercial range).

In Figure 27, the slope in the high-gain region of the sigmoid characteristic does not change significantly with VCC. The VCC� XE  "VCC" � effect is characterized as almost exclusively as a change in offset. The offset shifts by about 0.26V which corresponds to less than 2.5 µA in the total sum over the 4.75V to 5.25V VCC range (±5%).

For both the temperature and VCC cases, the voltage change at the saturated regions of the (extremes of low and high inputs) is less than 10 mV. 

performance� XE  "performance" �

Weight-Cycling Performance� XE  "Weight-Cycling Performance" �

EEPROM cycling failures� XE  "cycling failures" � are a common concern. The strong electric field required by thin oxide EEPROMs for tunneling can tear the oxide in defect regions. Several process and design improvements have been introduced to combat the problem.

IntelÕs ETOX-II flash memory technology� XE  "ETOX-II flash memory technology" � is designed for extended cycling. An advanced tunnel oxide increases charge carrying capability ten-fold, minimizing the oxide area per synapse subjected to the tunneling electric field, and consequently reducing the probability of encountering an oxide defect. 

During normal operation with the iNNTS training system, programming and erasing is performed by the weight-setting algorithm described above (see TRAINING OPERATIONS on page 26 <****replace page number****>). Programming and erasing synapse weights is accomplished by cycling the transistors of the reference EEPROM cells and weight EEPROM cells. The 80170NX chip is specified for a minimum of 10,000 such cycles� XE  "cycles" �. Chip-cycling performance� XE  "Chip-cycling performance" � was verified by performing cycling experiments on 50 chips. A cycle was defined as first setting the weight to Ð2.5V (or less) and then setting it to +2.5V (or more). All 10,240 synapses of each chip were subjected to 10,000 cycles. After the experiment, the iNNTS still had no difficulty setting all weights to ±2.5V. 

Performance After Radiation Exposure� XE  "Radiation Exposure" �

The 80170NX chipÕs behavior and recognition performance were evaluated after subjecting the chip to ionization radiation� XE  "ionization radiation" � (see Castro, et al, 1992). The chipÕs were irradiated with electrons at 10MeV at a flux density between 1.8x1010/cm2 and 4.1x1011/cm2 up to an accumulated dose of about 26krad. Two pattern-recognition networks were involved in the study: a 64-45-52 character-recognition network and an 80-54-10 digit-recognition network. 

Significant degradation in recognition performance occurred after about 6krad of irradiation. Figure 28 illustrates the mean-square-error (MSE) and misclassification statistics for the character-recognition network (for 104 patterns) as a function of radiation dose and elapsed time for one chip. 

The degradation in performance can be attributed in part to the relaxation of the synapse weights shown for the same chip in Figure 29. The relaxation of synapse weights results from the combined effects of oxide charge generation and trapping, and the photovoltaic effect caused by Brehmstralung radiation� XE  "Brehmstralung radiation" �. Figures 28 and 29 show that the relaxation of weights continues after irradiation and has the most dominant effect on the degradation of recognition performance. 

The chip-in-loop training� XE  "chip-in-loop training" � method was employed on one of the character-recognition chips after each exposure to irradiation. 100% recognition was achieved within two  such chip-in-loop training sessions, up until the last exposure at the accumulated dose of 26krad. Apparently, some permanent damage to the synapse weights occurred at that dose. Nevertheless, none of the irradiated chips exhibited total malfunction in performing classifications. Despite the failure of some synapses, most irradiated chips can be re-trained with the chip-in-loop method and by re-locating the weight array. However, the level of degradation in classification performance and the ability to be re-trained via chip-in-loop training are dependent on the particular network architecture, synapse weights, and reserve capacity of the synapse weights� XE  "synapse weights" �. 





Figure 28. Misclassified Patterns and MSE After .i.Radiation Exposure� TC  "Figure 28. Misclassified Patterns and MSE After .i.Radiation Exposure" \l 8 �



Figure 29. Weight Distributions After .i.Radiation Exposure� TC  "Figure 29. Weight Distributions After .i.Radiation Exposure" \l 8 �

�ABSOLUTE MAXIMUM RATINGS� XE  "ABSOLUTE MAXIMUM RATINGS" �

Operating Temperature� XE  "Operating Temperature" �	0¡C to +70¡C�Storage Temperature� XE  "Storage Temperature" �	Ð65¡C to +125¡C�Bake-Train-Bake Temperature� XE  "Bake-Train-Bake Temperature" �	75¡C to +260¡C�Voltage on Digital Inputs� XE  "Voltage on Digital Inputs" ��Êwith Respect to VSS	Ð2.0V to +7.0V(1)�Voltage on Analog Inputs and� XE  "Voltage on Analog Inputs and" ��ÊOutputs; with Respect to VSS	Ð2.0V to +7.0V(1)�VCC Supply Voltage� XE  "VCC Supply Voltage" ��Êwith Respect to VSS	 Ð2.0V to +7.0V(1)�VPP1, VPP2 Voltages� XE  "VPP1, VPP2 Voltages" ��Êwith Respect to VSS	 Ð2.0V to +21.0V(1)�Output Short Circuit Current� XE  "Output Short Circuit Current" �	 100 mA(2)

* NOTICE: Stresses above those listed under Absolute Maximum Ratings may cause permanent damage to the device. This is a stress rating only and functional operation of the device at these or any conditions above those indicated in the operational sections of this specification is not implied. Exposure to Absolute Maximum Rating conditions for extended periods may affect device stability.

All specifications contained within the following tables are subject to change.

NOTES:�1. Minimum D.C. input voltage is Ð0.5V. During transitions: digital and analog inputs may undershoot to Ð2.0V; VPP supplies may overshoot to +21.0V; and analog inputs and outputs may overshoot to voltages of VCC + 2.0V, but for time periods of only 20Êns or less.

2. Output Short Circuit is for no more than 1 second, with no more than 1 output shorted at a time.

OPERATING CONDITIONS� XE  "OPERATING CONDITIONS" �

Symbol�Parameter�Min�Max�Units�Conditions��TA� XE  "TA" ��Operating Temperature� XE  "Operating Temperature" ��0�70�¡C�Processing and Training��VCC�VCC Supply Voltage� XE  "VCC Supply Voltage" ��4.75�5.25�V���DC CHARACTERISTICS� XE  "DC CHARACTERISTICS" �

At Room Temperature

Symbol�Parameter�Min�Max�Units�Conditions��ILI� XE  "ILI" ��Input Leakage Current� XE  "Input Leakage Current" ���±0.1�µA�VIN=3.5V��ILO� XE  "ILO" ��Output Leakage Current� XE  "Output Leakage Current" ���±1.0�µA�VOUT=3.5V��IOH� XE  "IOH" ��Output High Source Current� XE  "Output High Source Current" ���Ð400�µA�VOUTÊ³Ê2.4V, VREFo=1.4V��IOL� XE  "IOL" ��Output Low Sink Current� XE  "Output Low Sink Current" ���2.1�mA�VOUTÊ²Ê.45V, VREFo=1.4V��VIA� XE  "VIA" ��Analog Input Voltage� XE  "Analog Input Voltage" ��0�3.5�V�VCC=5.0V��VOA� XE  "VOA" ��Analog Output Voltage� XE  "Analog Output Voltage" ��0�4.0�V�VCC=5.0V, RL=10k½��ICC� XE  "ICC" ��VCC Active Supply Current� XE  "VCC Active Supply Current" ���450�mA�VCC=5.0V, CE#=VIL��ICCS� XE  "ICCS" ��VCC Standby Supply Current� XE  "VCC Standby Supply Current" ���1�mA�VCC=5.0V, CE#=VIH��IPI� XE  "IPI" ��VPP1 Programming Supply Current� XE  "VPP1 Programming Supply Current" ���1�mA�VPP1=20.0V, VCC=5.0V��IP2� XE  "IP2" ��VPP2 Programming Supply Current� XE  "VPP2 Programming Supply Current" ���1�mA�VPP2=18.0V, VCC=5.0V��VP1� XE  "VP1" ��VPP1 High-Voltage Switch Voltage� XE  "VPP1 High-Voltage Switch Voltage" ��18�19�V�see Training Algorithm��VP2� XE  "VP2" ��VPP2 Weight Modify Pulse Voltage� XE  "VPP2 Weight Modify Pulse Voltage" ��12.5�18�V�see Training Algorithm��VPL� XE  "VPL" ��VPP1, VPP2 Inactive/Low Voltage� XE  "VPP1, VPP2 Inactive/Low Voltage" ��4.75�5.25�V���VIL� XE  "VIL" ��Digital Input Low Voltage� XE  "Digital Input Low Voltage" ��Ð0.1�0.8�V�VCC=5.0V��VIH� XE  "VIH" ��Digital Input High Voltage� XE  "Digital Input High Voltage" ��2.0�5.5�V�VCC=5.0V��VREFi� XE  "VREFi" ��Input Reference Voltage� XE  "Input Reference Voltage" ��0�1.7�V�[VREFi(TTL)=1.4V]��VREFo� XE  "VREFo" ��Output Reference Voltage� XE  "Output Reference Voltage" ��0.5�2.0�V�For Symmetric operation maximum VREFo(TTL)= 1.6V��VGAIN� XE  "VGAIN" ��Gain Control Voltage� XE  "Gain Control Voltage" ��0.0�5.0�V���VT_WT� XE  "VT_WT" �, VT_REF� XE  "VT_REF" ��Threshold Voltage (VT) of weight EEPROM cell or�reference EEPROM cell �Ð1.0�1.5�V�ID=10ÊµAÊ@ÊSYNO VS=2.0VÊ@ÊVPP2��VT_COM� XE  "VT_COM" ��VTÊCommonÊMode = (VT_WTÊ+ÊVT_REF)/2�0�0.5�V�VT_COM typical =0.25V��VT_DIFF� XE  "VT_DIFF" ��VTÊDifference = (VT_WTÊÐÊVT_REF), WeightÊDynamicÊRange�Ð2.5�2.5�V���Weight� XE  "Weight" ��Weight = - VT_DIFF������See Figure 27 for power supply sensitivity. ��������AC CHARACTERISTICS� XE  "AC CHARACTERISTICS" �

Symbol�Parameter�Min�Max�Units�Conditions��tIVQV� XE  "tIVQV" ��Processing Delay� XE  "Processing Delay" � (TP� XE  "TP" �) VGAIN��HGAIN��3���1.5�µs���µs�with 6- to 7-bit resolution at output pin, ZI=100 pf and 10k½ to ground�VREFo=2V��tELQV� XE  "tELQV" ��Chip Enable to Output Valid� XE  "Chip Enable to Output Valid" � (TCE� XE  "TCE" �)��20�µs���tNLQV� XE  "tNLQV" ��Neuron Enable to Output Valid� XE  "Neuron Enable to Output Valid" � (TNE� XE  "TNE" �)��5�µs���tRHQV� XE  "tRHQV" ��RESETI/f High/Low to Valid Output� XE  "RESETI/f High/Low to Valid Output" ���5�µs���tIVHH� XE  "tIVHH" ��Input Valid to HOLD High Setup� XE  "Input Valid to HOLD High Setup" ��150��ns���tCL-H/CH-L� XE  "tCL-H/CH-L" ��CLK Input Rise and Fall Time� XE  "CLK Input Rise and Fall Time" ���100�ns���tCHCL� XE  "tCHCL" ��CLK High Pulse Width� XE  "CLK High Pulse Width" ��150��ns���tQVCH� XE  "tQVCH" ��Output Valid (Feedback Input) to CLK High Setup� XE  "Output Valid (Feedback Input) to CLK High Setup" ��150��ns���tIH� XE  "tIH" ��CLK Overlap for Reset� XE  "CLK Overlap for Reset" ��150��ns���VfO� XE  "VfO" ��Output Slew Rate� XE  "Output Slew Rate" ��5��V/µs�CLÊ=Ê100 pF��tHOLD� XE  "tHOLD" ��Sample and Hold Circuit Hold Time� XE  "Sample and Hold Circuit Hold Time" ���10�0.8�s�s�1% droop @ TAÊ=Ê25¡C�1% droop @ TAÊ=Ê70¡C��tIVP1H� XE  "tIVP1H" ��Input Valid to VPP1 Setup� XE  "Input Valid to VPP1 Setup" ��200��ns���tP1HP2H� XE  "tP1HP2H" ��VPP1 Setup Time Before VPP2� XE  "VPP1 Setup Time Before VPP2" ��100��ns���tP2L-H/H-L� XE  "tP2L-H/H-L" ��VPP2 Pulse Rise/Fall Time� XE  "VPP2 Pulse Rise/Fall Time" ��500��ns���tP2HP2L� XE  "tP2HP2L" ��VPP2 Pulse Width� XE  "VPP2 Pulse Width" ��0.5�1000�µs���tPLIV� XE  "tPLIV" ��VPP1, VPP2 Recovery Time� XE  "VPP1, VPP2 Recovery Time" ��10��µs���CAPACITANCE� XE  "CAPACITANCE" �

Symbol�Parameter�Min�Max�Units�Conditions��CIN� XE  "CIN" ��Input Capacitance� XE  "Input Capacitance" ���12�pF���COUT� XE  "COUT" ��Output Capacitance� XE  "Output Capacitance" ���12�pF���

Figure 30. .i.AC Waveforms for Parallel Processing� TC  "Figure 30. .i.AC Waveforms for Parallel Processing" \l 8 �



Figure 31. .i.AC Waveforms for QUERY Modes� TC  "Figure 31. .i.AC Waveforms for QUERY Modes" \l 8 �



Figure 32. .i.AC Waveforms for Weight Modify� TC  "Figure 32. .i.AC Waveforms for Weight Modify" \l 8 �



Figure 33. 208-Pin PGA .i.Package� TC  "Figure 33. 208-Pin PGA .i.Package" \l 8 �



Pin Assignments� XE  "Pin Assignments" �

A1 - N14

A2 - N.C.

A3 - N17

A4 - N20

A5 - VCC 

A6 - N21

A7 - N25

A8 - N29

A9 - VCC

A10 - N34

A11 - N38

A12 - N42

A13 - VCC

A14 - N43

A15 - N46

A16 - N.C.

A17 - N49

B1 - N10

B2 - N15

B3 - N16

B4 - N18

B5 - N.C.

B6 - N24

B7 - N23

B8 - N27

B9 - N31

B10 - N36

B11 - N40

B12 - N39

B13 - N.C.

B14 - N45

B15 - N47

B16 - N48

B17 - N53

�C1 - N8

C2 - N13

C3 - N12

C4 - N.C.

C5 - N19

C6 - VSS

C7 - N26 

C8 - N30

C9 - N32

C10 - N33

C11 - N37
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�Glossary� XE  "Glossary" �

Bias Synapse� XE  "Bias Synapse" �ÑSee fixed-input bias synapse. 

Bake-Train-Bake� XE  "Bake-Train-Bake" �ÑAn experimental procedure used to enhance the long-term stability of the 80170NX synapse weights. In this procedure, the chip is baked, then trained, then baked again. 

Chip-In-Loop Training� XE  "Chip-In-Loop Training" �ÑA procedure used to train an 80170NX-based neural network, also know as chip-in-loop optimization. In this procedure, actual 80170NX neuron outputs are used in the training algorithm to arrive at the weight updates. The procedure compensates for non-ideal characteristics of the chip and the training algorithm. 

Dot Product� XE  "Dot Product" �ÑThe quantity obtained by multiplying the components of two vectors (the external inputs and their corresponding synapse weights) and adding the products. Also called inner product or scalar product. The equation is:

� EMBED "Equation" "Word Object2" \* mergeformat  ���

Erase� XE  "Erase" �ÑTo decrease the threshold voltage of a weight EEPROM cell or reference EEPROM cell. 

EEPROM� XE  "EEPROM" �ÑElectrically erasable programmable read-only memory. 

EEPROM Cell� XE  "EEPROM Cell" �ÑOne of two floating-gate EEPROM cells that, together, store a synapse weight. The two cells are the weight EEPROM cell and the reference EEPROM cell. The synapse weight is the difference between the threshold voltages at each of these cells. 

External Input� XE  "External Input" �ÑOne of 64 input pins on the 80170NX chip. 

External-Input Synapse� XE  "External-Input Synapse" �ÑA synapse connected to an external input. 

Feedforward Neural Network� XE  "Feedforward Neural Network" �ÑA neural network in which inputs are received externally or from a previous layer, are processed, and are passed on to only  one subsequent layer. Neurons in a given layer do not connect to one another. 

Fixed-Input Bias Synapse� XE  "Fixed-Input Bias Synapse" �ÑA synapse used to provide the threshold for the neuronÕs sigmoid function and to cancel offsets due to physical non-linearities in the chip. The Input and Feedback Arrays each have 16 fixed-input bias synapses. Mathematically, all of these bias synapses act as a single bias. However, since the dynamic range of a single EEPROM bias synapse is limited, 16 of them are used. All 16 contribute to the dot product performed by the neuron, although seven are set by the training program and the other nine are set by a chip-initialization process. 

Hidden Layer� XE  "Hidden Layer" �ÑA group of neurons that is not connected directly to output pins on the chip. Any of the layers in a feedforward neural network that processes information prior to the output layer. 

Inner Product� XE  "Inner Product" �ÑSee dot product. 

Neuron� XE  "Neuron" �ÑIn biology, a cell that produces an output signal in response to multiple input signals. In the 80170NX chip, a structure that sums the dot products of input signals and synapse weights, then computes a sigmoid threshold function to produce an output signal. 

Output Layer� XE  "Output Layer" �ÑA group of neurons with outputs that are externally accessible. 

Pattern� XE  "Pattern" �ÑAn input vector. The 80170NX can accept input vectors with up to 128 components. 

PDP� XE  "PDP" �ÑParallel distributed processing. A term for neural network processing. In PDP, a particular piece of information is represented by a distributed pattern of activity on a number of neurons rather than by the activity of a single neuron. This method of distributed representation is the source of a neural networkÕs robustness to faults in individual neurons. The term was coined by Rumelhart, et. al. 

Program� XE  "Program" �ÑTo increase the threshold voltage of a weight EEPROM cell or reference EEPROM cell. 

Reference EEPROM Cell� XE  "Reference EEPROM Cell" �ÑOne of two floating-gate EEPROM cells that, together, store a synapse weight. See EEPROM cell and weight EEPROM cell. 

Synapse� XE  "Synapse" �ÑIn biology, a variable-strength connection between neurons that can be either output-exciting or output-inhibiting. In the 80170NX chip, a structure that includes a multiplier and a stored weight. The synapse multiplies an input by the weight stored in the synapse and contributes this product to the dot product calculated by the neuron. 

Sigmoid Function� XE  "Sigmoid Function" �ÑA monotonically increasing function that is shaped like a stretched-out letter ÒS.Ó This nonlinear function gives the neuron the ability to make ÒdecisionsÓ and perform non-linearly separable classification tasks. 

Synapse Weight� XE  "Synapse Weight" �ÑA non-volatile weight that is stored at a synapse. The value of the weight can be between between +2.5 and -2.5. 

Two-Layer Neural Network� XE  "Two-Layer Neural Network" �ÑA neural network consisting of one hidden layer and one output layer. 

Weight� XE  "Weight" �ÑSee synapse weight. 

Weight EEPROM Cell� XE  "Weight EEPROM Cell" �ÑOne of two floating-gate EEPROM cells that, together, store a synapse weight. See EEPROM cell and reference EEPROM cell. 

Weight Setting� XE  "Weight Setting" �ÑThe process of programming one EEPROM cell and erasing another EEPROM cell, in a synapse cell-pair, so as to set a desired weight value for that synapse. 
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RESETI, 3, 8, 9, 10, 24

RESETI/f High/Low to Valid Output, 38

resolution, 6

RMD, 18

RMI, 18

RVTR, 18

Sample and Hold Circuit Hold Time, 38

sample-and-hold features, 10

segmenting, 1

sigmoid, 22

Sigmoid Characteristic in VGAIN and HGAIN Modes, 22

sigmoid function, 1, 5, 46

sigmoid transfer characteristics, 21

sigmoid-gain control, 1

Signature Modes, 24

Signature Read, 16

simulation programs, 26

simulators, 30
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Synapse Weight Operation, 15

synapse weights, 26, 34

synapse-weight change, ÆVT, 27

synapses, 5

SYNO, 4, 17

SYNR, 21

TA, 37

TCE, 38

tCHCL, 38

tCL-H/CH-L, 38
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